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Abstract

Inspired from previous research in the spatial reasoning do-
main, in this paper, we address the varying interpretations of
premises of syllogistic problems among individuals and the
differences in their resulting mental models. We conducted
an experiment whose results show that model building is a rel-
atively easy task for humans to do correctly and they do in fact
have preferred models for most syllogisms, yet, without a re-
lation to their responses. We report in-depth analysis of the
models’ canonicality in order to compare the model building
behavior in humans to the processes implemented in mRea-
soner, a cognitive model that implements the Mental Model
Theory.

Keywords: Syllogistic Reasoning; Preferred Mental Models;
mReasoner

Introduction

With over a century of research history (Storring, 1908), syl-
logisms are one of the core domains of examining human
reasoning abilities. A syllogism consists of two quantified
premises describing the relationships between three terms
through a common middle term. In a world of colourful
shapes, consider the following syllogism:

All red shapes are circles.
Some red shapes are marked with a star.

What, if anything, follows?

The task at hand is to determine what kind of relation, if
any, exists between the two end-terms, circles and (marked
with a) star, also called subject and predicate, respectively.

There exist at least twelve theories that aim to explain and
model the processes behind human syllogistic reasoning (for
an overview, see Khemlani & Johnson-Laird, 2012). One of
the most prominent theories among them is the Mental Model
Theory (MMT,; e.g., Johnson-Laird, 1975, 2010). MMT pos-
tulates that given some observations, individuals create iconic
representations — mental models — of possibilities. They cre-
ate their own subjective mental representation of the informa-
tion presented in a reasoning task. Considering the example
above, one possible representation would be:

circles [red] [star]

circles

The square brackets around an instance denote that the set
of entities described by it is exhaustively represented. An-
other possible mental model representation is:
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circles
circles red [star]
—circles —red

where — denotes negation. Both mental representations sup-
port the conclusion “Some circles are marked with a star” -
the logically valid conclusion to this syllogism. However, in
order to confirm the validity, an individual should think of all
possible premise interpretations and check if they hold. The
expansion of the interpretation search space can make solving
such problems difficult for humans (Johnson-Laird, 2006).

In the spatial relational reasoning domain researchers have
repeatedly shown that individuals have preferred mental mod-
els, namely that they prefer creating some models while
struggling with others (e.g., Ragni & Knauff, 2013; Jahn,
Knauff, & Johnson-Laird, 2007; Rauh et al., 2005). Interest-
ingly, experimental setups for the syllogistic domain do not
typically address the model building process of reasoning.
Namely, they do not involve examinations of which models
the individuals create, if they are correct, or if they even have
preferred models at all. To this end, we conducted an ex-
periment where participants had to provide visual responses
showing their representation of the given syllogistic premises,
and with that we tackle our first research question:

[RQ1] Can we examine what kind of models do individuals
create from the premises of syllogistic tasks and do they have
preferred mental models?

In mathematical and computer sciences, the minimal, sim-
plest representation of an expression is referred to as its
canonical form. This concept is also discussed in the
context of mental models in the syllogistic reasoning do-
main (Khemlani, Lotstein, Trafton, & Johnson-Laird, 2015).
Namely, it denotes which entities form a canonical set for
a given syllogism and which non-canonical instances do not
have to be present in an individual’s model but are still con-
sistent with the premises. For example, in the representa-
tions above “circles red” is a canonical instance for the first
syllogistic premise (“All red shapes are circles”), whereas
“—circles —red” is not. Thereby, canonicality can be inter-
preted as a mean to assess the “incompleteness” of the model
in the sense of the coverage of all possible interpretations of
the premises.

From the perspective of cognitive modeling, it is espe-
cially interesting if the canonicality of the models provided
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Figure 1: Experimental design — Participants used the selection box to pick out their desired attributes that they can assign to
placeholder objects in order to share their mental representation of a given syllogism.

by participants align with the assumptions made by MMT.
The most prominent implementation of MMT for syllogistic
reasoning is the LISP-based model mReasoner' (Khemlani &
Johnson-Laird, 2013), which will therefore serve as a foun-
dation of our analysis. Distinguishing between three sys-
tems, mReasoner creates intensional representations of the
premises (System 0), builds and interprets an initial model
(System 1) and performs a search for counterexamples (Sys-
tem 2) (Khemlani & Johnson-Laird, 2013). System 1 param-
eterizes the number of entities in a model and their canonical-
ity - the likelihood whether they are drawn from a canonical
set of typical entities or the full set of entities consistent with
the premises (Khemlani et al., 2015). We analyze our partic-
ipants’ built models further and contrast them to the output
of mReasoner’s model building stage to address our bipartite
second research question:

[RQ2.1] How influential is the canonicality of mental mod-
els that individuals build for syllogistic premises on the cor-
rectness of derived conclusions?

[RQ2.2] Is the model building behavior observed in hu-
mans in line with the model building processes of mRea-
soner?

Our paper is structured as follows — we first provide the
necessary theoretical background regarding reasoning with
syllogisms and mReasoner, followed by an in-depth expla-
nation of our experiment. Afterwards, we analyze the ex-
perimental data and the participants’ models (RQ1) and the
correspondence of mReasoner’s canonicality approach to the
data (RQ2). We then conclude the article with a discussion of
our findings.

Theoretical Background
Syllogisms

The two syllogistic premises and conclusion are characterized
by their quantifiers and term order. We take into consideration
the four first-order logic quantifiers All, Some, No and Some
not, abbreviated by A, I, E and O, respectively. The order
of the subject, predicate and middle terms in the premises
determine the figure of the syllogism. We use the following

Thttps://github.com/skhemlani/mReasoner
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notation (adopted from Khemlani & Johnson-Laird, 2012):

Figure | Figure2 Figure3 Figure 4
A-B B-A A-B B-A
B-C C-B C-B B-C

Using the abbreviations and figures, the example syllogism
introduced above is denoted by Al4. Similarly, the conclu-
sions are denoted by using the quantifier’s abbreviation and
take into consideration the direction of the end-terms — ac or
ca, e.g. Oca indicates that Some C are not A. Finally, ‘No
valid conclusion’ is abbreviated by NVC.

mReasoner

According to MMT, given syllogistic premises, individuals
represent the entities described by the quantifiers using men-
tal models and aim to derive a conclusion based on that. Be-
fore accepting a certain conclusion, they engage in a search
for counterexamples, which, if successful, can lead to reject-
ing and correcting the original conclusion or concluding that
there is no valid conclusion.

These processes are implemented within the cognitive
model mReasoner (Khemlani & Johnson-Laird, 2013, 2016).
Using the following four parameters it builds models and
searches for counterexamples: A determines the size, i.e. the
number of entities as drawn from a Poisson distribution; € de-
termines the canonicality, i.e. how complete is the set of rep-
resented possibilities, given the premises; ¢ describes how
likely is it to engage in a search for counterexamples and
o decides what happens when a counterexample is found —
whether the conclusion is weakened or NVC is reported.

Experiment

The main objective of the experiment was to obtain a visual
representation of the participants’ (preferred) mental repre-
sentation of given syllogisms. In order to achieve that, they
were presented with a syllogism, whose terms are descrip-
tions of objects and were asked to demonstrate what they
imagined ten objects look like when taking into consideration
the syllogistic premises.

An object is described using its shape (square, hexagon,
triangle, circle), color (red, blue, green, yellow) and mark
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Figure 2: Mean correctness of the constructed models by syllogism.

(cross, plus, star, diamond). The presented syllogisms had the
shapes as subjects, the colors as middle terms and the marks
as predicates. For example, the syllogism AE3 with content
‘triangles’, ‘green’ and ‘diamond’ is as follows:

All triangles are green.
No shapes that are marked with a diamond are green.

The object attributes were randomized among syllogisms.
Once presented with a syllogism, participants see a selection
box and placeholder objects (Fig. 1a, 1b). By clicking on
any shape, color and mark they select their desired object at-
tributes that they can apply on a placeholder object by click-
ing on it. Once they are done defining the properties of each
object, they end up with a visual representation of their men-
tal model of the syllogism, i.e. what they imagine the 10
objects to look like based on information provided in the syl-
logism. For example, Fig. 1c depicts a possible mental repre-
sentation of the syllogism AE3 presented above.

In a second part of the experiment, participants are once
again presented with the same syllogisms and are prompted
to select which of the 9 possible responses follow (e.g. Brand,
Riesterer, & Ragni, 2022).

Participants are divided in eight groups based on the pre-
sented syllogisms. In order to maintain a similar experience
among participants, we used the Ragni-2016 dataset ob-
tained from the Cognitive Computation for Behavioral Rea-
soning Analysis (CCOBRA) Framework?, to determine the
difficulty of syllogisms based on the amount of correct re-
sponses. The Ragni-2016 experimental data provides re-
sponses from 139 participants for all 64 syllogisms. We di-
vided all syllogisms in eight difficulty groups and created the
final sets of presented syllogisms by selecting one from each

group.
Participants

We obtained data from 200 participants (age 19-76, 42%
female) recruited on Prolific’ and the experiment was per-
formed online as a web-experiment. After completing the ex-
periment, the participants received compensation of 3 GBP.
All of them were native English speakers.

Procedure
Participants were first introduced to all possible attribute op-
tions in terms of shapes, colors and marks that an object can

Zhttps://orca.informatik.uni-freiburg.de/ccobra/
3https://www.prolific.co/
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have. Following is an explanation on how to select and apply
the desired object attributes on the placeholder objects. It was
emphasized that they must select an option for each attribute
and the appearance of all ten objects has to be specified. Then
the experiment started and they had to show what they imag-
ine the objects look like, using the introduced selection-box
and placeholder objects, for 8 syllogisms. Once these tasks
were completed, participants started the second portion of the
experiment — the single choice tasks for the same 8§ syllo-
gisms.

Analysis
General Experimental Data Analysis

Since the object attribute descriptions were randomized
among tasks, throughout our analysis and model comparisons
we focus on whether the attributes in the responses corre-
spond to the attributes presented in premises or not. That
means, for example the model instance “square red” for the
syllogistic premise “All squares are red” is treated equally
with the model instance “circle green” for the premise “All
circles are green”.

We analyzed the correctness of the provided representa-
tions. Given a syllogistic premise with terms X and Y, we
distinguish the following scenarios in which the representa-
tions are correct, based on the quantifier. For All, there must
be no X—Y instances. In the case of No, there must be no
XY instances. Finally, for Some and Some not, there should
be at least one XY or X—Y instance, respectively. Out of
1600 observations, participants provided a correct represen-
tation in 1314 of them (82.12%). The mean correctness of
the models by syllogism is visually represented in Figure 2.
In 497 cases (31.06%) the participants gave a logically correct
response and for only 408 (25.50%) they provided a correct
representation and a logically correct response. Despite sub-
stantial differences in the model correctness between differ-
ent syllogisms, it does not appear to be related to the difficulty
of the syllogism: The correctness of the representations and
responses do not have a significant correlation (Spearman’s
r = —.0005, p = .9819). Besides no apparent connection to
task difficulty, a comparison between the best and worst 32
tasks also indicates that the model correctness seem to not
be affected by negativity of quantifiers (24/24 in best/worst,
respectively), particularity (25/23) or validity (17/20 invalid
syllogisms). The only peculiarity is related to the figure of
the syllogism, with figure 2 leading to more incorrect models
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Figure 3: Response distributions for all syllogisms in the conducted experiment and the Ragni-2016 control dataset. Higher
percentage of given response is depicted with a darker color and the most frequently selected response for each syllogism is

denoted with a white dot.

(12/4) and figure 4 seemingly being easier for model con-
struction (3/13). Overall, the correctness of the models re-
mains arbitrary with respect to typical structural properties
of syllogisms commonly known to affect syllogistic reason-
ing performance. The response distribution among all partic-
ipants is illustrated in Figure 3. We contrast the obtained re-
sponses to neutral, control data — the Ragni-2016 data from
CCOBRA, as introduced above. It can be immediately ob-
served there is a tendency for participants to not choose NVC
answers as often as in the control data and to avoid the ca
direction in their responses. This implies that there was a
belief bias effect among participants, namely that some su-
perficial beliefs and background knowledge were induced by
introducing a world with a discrete amount of possible object
attributes.

Preferred Mental Models

Similarly to above, in the following analysis we focus solely
on the presence and absence of the attributes in the partic-
ipants’ responses, without considering the specific contents.
That narrows down the instance space to 8 different entities,
for a syllogism with terms X, Y and Z:

XY Z XY Z
X Y Z XY Z

X YZ
X Y-Z

XY Z
-X Y Z

For each representation, we created a binary vector of size
8 that indicates whether an instance was present in the model
(= 1) or not (0) denoting an individual’s preferred model pat-
tern. We then counted among all participants, how many
times each pattern occurred for each syllogism. The one pat-
tern with the most occurrences is then the preferred mental
model for a given syllogism. Figure 4 shows a visual repre-
sentation of the participants’ preferred mental models. Note
that not all 64 syllogisms are represented, only those that have
only one preferred model and more than 2 individuals have
given them as responses (binomial test with likelihood 2%).

Honorable Mentions Here, we briefly report on interest-
ing findings among the other syllogisms that did not have a
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clearly preferred mental model. Starting with AA1, which
had a tie for a preferred model - 24% of participants created
an “XYZ” representation, and another 24% added the entity
“=X-Y=Z” to it. In other words, one part of the population
represented only the terms they were presented with, whereas
the other part made a point to include terms not mentioned at
all, as an offset. For EA4, 21% of the participants created an
“=XYZ” representation and other 21% added the instances
“X-Y—-Z” and “-X-Y—-Z” to it. Namely, the second group
explicitly represented that “No Y are X”, but both X and Y
can exist without the other one. For the rest of the syllogisms,
no particularly interesting patterns were found — there are no
preferred mental models for them.

mReasoner

When building a model, two of mReasoner’s parameters are
relevant: A - which controls the number of instances in the
model and € - which determines the likelihood that the model
representation is constructed with instances from the full set
in contrast to only canonical ones (Khemlani et al., 2015). In
Table 1 we show the canonical and noncanonical instances
that can be drawn from the sets, according to the LISP imple-
mentation of mReasoner.

First, we looked into the instances of the participants’ rep-
resentations in terms of canonicality. Based on the amount
of noncanonical models, we derived which € value would be
used according to mReasoner’s postulates. For example, for
the premise “All circles are red”, if we have 8 instances of
“circles red” and 2 instances of “diamonds red”, following
Table 1, we have 8 canonical and 2 noncanonical entities, out
of 10. That means that the assigned* € value would be 0.2.
The distribution of obtained € values is shown in the left-most
barplot in Figure 5. We did not find any correlation between
the assigned € values and the correctness of responses (Spear-
man’s r = —.0343,p = .1702).

4Please note that mReasoner’s € value is a likelihood - what we
assign is a value based on the proportion of noncanonical instances
we observe in one specific individual outcome, not in terms of prob-
abilities.
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Afterwards, we fit mReasoner to all task response pairs us-
ing a grid-search to determine the parameters. For €, we used
values in the range of 0 to 0.9 with steps of 0.1. While the
maximum value for € is 1.0, it was omitted since mReasoner
frequently fails the model creation phase. The parameters as-
sociated with the search for counterexamples (¢ and ®) had
a less fine-grained stepsize of 0.25. With respect to A, which
controls the size of the constructed model, we used two dif-
ferent approaches:

XYZ XYZ XYZ XYZ XYZ XYZ XYZ XYZ

Figure 4: Preferred models provided by the participants for
different syllogisms. Only syllogisms with a unique preferred
model are shown. The columns denote possible instances
present in the provided model. Shading illustrates the propor-
tion of participants creating a model containing the respective
instances.

First, we bypassed the A-parameter and instead “forced”
mReasoner to create exactly 10 instances to reflect the exper-
imental setup. Furthermore, we ensured that the constructed
instances precisely reflect the value of e-parameter (i.e., in-
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stead of using € as the probability to draw from the full set in-
cluding non-canonical interpretations, it now defines the pro-
portion of non-canonical instances). This provides an oppor-
tunity for a direct comparison between the participants’ rep-
resentations and mReasoner’s created models, especially in
terms of parameter values. The distribution of the proportion
of non-canonical instances in the models created by partici-
pants as well as the distributions of € is shown in the first and
second barplot of Figure 5, respectively. Visually, the distri-
butions seem to differ substantially with little common trends
observable. This is supported statistically, since no significant
correlation between the distributions was found (Spearman’s
r=.0058, p = .0694).

Quantifier Canonical Noncanonical

-X Y

All XY Xy

Som. XY -X Y

ome X Y -X Y
-X Y

No Xy =X =Y
XY

Some not X =Y -X Y
-X Y

Table 1: Canonical and noncanonical instances for a syllo-
gistic premise with terms X and Y according to mReasoner
(Khemlani et al., 2015)

Second, we fitted mReasoner with an active A parameter
fitting, obtaining results with the intended configuration and
thereby eliminates potentially introduced problems due to our
manipulation. Additionally, participants might not use all 10
instances to reason about the conclusion, even if the scenario
suggests it. Here we report the distribution of the best-fitting
€ values (for any A) in the third plot of Figure 5, followed
by the distribution with “estimated” € values based on the ac-
tual proportion of noncanonical instances (€5 ). Thereby, €4
resembles the same interpretation as the €-values in the pre-
vious scenario with a fixed size. Note that in same cases,
€5+ can still have the value 1.0, since it reflects the actually
created model and not the likelihood. We did not find correla-
tion neither between our assigned € values and mReasoner’s €
(Spearman’s r = .0330, p = .2980) nor with &,; (Spearman’s
r=.0576,p = .0720). We ensure that forcing mReasoner to
work with exactly 10 instances does not influence the € dis-
tributions (Spearman’s r = .7564, p < .0001). It is important
to note however that there are multiple potential € values that
could be used for fitting to a task response pair. In the case
of a fixed model size, there were on average 6.1 values lead-
ing to the same response, while there are 6.6. for the regular
approach (out of 10 possible values for € in the grid-search).
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Discussion

In this paper we investigate two research questions regard-
ing the mental model building process in syllogistic reason-
ing. For RQ1 we examined what kind of mental models indi-
viduals create when presented with syllogistic premises. To-
wards that we designed and conducted an experiment cen-
tered around an imaginary world of colourful shapes with
marks, where participants had to provide their visual repre-
sentation of syllogisms first, and afterwards gave their con-
clusions. We noted a tendency for a belief bias effect in their
conclusions. Namely, this suggests that an individual might
be hesitant to conclude NVC, when some background knowl-
edge regarding the existence other shapes might go against
it. This is of interest for potential investigations of belief
bias effect in a controlled content environment. Regarding
the mental models, 82% of them were correctly representing
what is stated in the syllogistic premises, indicating a general
ability to correctly interpret them, and no particular syllogis-
tic property was found to affect the correctness. We found
preferred mental models for 46 out of 64 syllogisms, some
occurring within a larger proportion of participants than oth-
ers. There is a noticeable tendency among syllogisms with an
A-premise to include noncanonical instances with terms that
were not presented at all, likely due to them being an easy
addition without introducing errors. We note a weakness in
the PMMs for syllogisms with particular quantifiers (I, O) —
though a preferred model was found, it was a smaller propor-
tion of participants, i.e. their interpretation is rather varying.
This could be associated with the quantifier’s low informa-
tiveness allowing for more possible models without a clear
preference. This in turn might be a reason for a lower confi-
dence in an individual’s interpretation, which is a proposition
by another prominent syllogistic reasoning model - the Prob-
ability Heuristics Model (PHM; Chater & Oaksford, 1999;
Oaksford & Chater, 2001).

For RQ2 we looked into the canonicality of the individu-
als’ mental models, whether that ties into their responses and
ultimately whether the observed behavior is in line with the
model building process of mReasoner. In order to quantita-
tively analyze the canonicality of the models, we leaned on
mReasoner’s canonicality parameter, €. We contrast correla-
tion analyses between response correctness and a) € values
assigned based on observed noncanonicality proportions; b)
fitted mReasoner € values on task responses, with “forced” 10
instances and with the regular intended configuration. We did
not find any significant correlation in any scenario, pointing to
a potential lack of relevance of the models for the responses.
On the other hand, another reason might be that we cannot
confirm with confidence that the built models in the exper-
iment were indeed used for the reasoning portion of it. In
MMT, the model building process is rather important, how-
ever in the mReasoner implementation (and our grid-search
when fitting), we have more than 6 values out of 10 that can
be used on average. This leads to the question if having two
parameters for the model building process is really neces-
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Participants' models mReasoner (10 inst., )
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mReasoner (var. inst, &) mReasoner (var. inst., €est)
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Figure 5: Distribution of € (proportion of noncanonical in-
stances) of the instances directly provided by participants and
fits of mReasoner to their responses. For mReasoner, distinc-
tions between a fit with 10 instances and a variable number
of instances are made. In the case of a variable number of
instances, the e-parameters used by mReasoner and the esti-
mated € based on the resulting models is shown.

sary, from a complexity perspective. However, one of mRea-
soner’s assumptions is that humans build correct representa-
tions, which is mostly in line with our observations. In case
of errors, a potential source can be incomplete representation,
which is also in line with our observations. As an example,
we take the syllogism AA4 and its preferred mental model
that consists solely of “XYZ” and “~X—-Y—~Z" meaning that
no instance supports the logically correct conclusions, lac and
Ica. In order for an individual to conclude NVC, only one
single model is not sufficient in order to deduce that there is a
contradiction. There are two possibilities, we either use some
additional processes (e.g. heuristics, search for counterexam-
ples) or we create and test multiple models. By definition,
mReasoner does not build two models for NVC. In the ini-
tial phase of model building, it assumes a correct construc-
tion and then uses epsilon to draw the exact instances. Later
on, the initial representation is manipulated to e.g. add coun-
terexamples and enable the conclusion of other responses.

To summarize, we can conclude that while individuals do
have preferred mental models for a large portion of syllo-
gisms, the initially built mental models are not substantial
for finding conclusions. It is very likely that this is due to
syllogisms being generally imbalanced in terms of validity,
meaning that the majority of them can not be solved straight-
forwardly with an initial model anyway. It is, however, im-
portant to know that even when a final representation might
be incomplete, its instances are still appropriately chosen in
line with the premises. In contrast to manipulation of an exist-
ing model, as proposed and implemented by mReasoner, the
model building phase seems to be a rather easy task for hu-
mans, so certainly, a plausible way to solve the tasks would
in fact be a repeated construction of models.
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